基于类关联规则的分类器的实现
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摘 要： 分类问题就是确定对象属于哪一个预定义的目标类的过程。传统的关联分析通过挖掘隐藏在大型数据集背后的满足 最小支持度和最小置信度约束的关联规则， 来描述数据集中存在的有意义的联系， 但是所发掘的联系都是事先无法预知的。 通过将分类任务和关联分析相结合， 我们利用一个关联规则的特殊子集， 称为类关联规则， 来训练一个分类器， 对记录进行 分类。实验结果表明，使用这种技术训练出的分类器，其准确率一般来说都是很高的。
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**Abstract:** The classification problem is the process of determining which pre-defined target class the object belongs to. The traditional association analysis describes the meaningful links in the data set by mining the association rules that satisfy the minimum support and the minimum confidence constraint behind the large data set, but those links are unpredictable in advance. By combining classification task with association analysis, we use a special subset of association rules, called class association rules, to train a classifier to classify records. Experimental results show that the use of this technology training out of the classifier, the accuracy rate is very high in general.
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**1** 引言

传统的关联规则挖掘意在从海量数据中挖掘出有意义的规则， 以描述数据之间存在的相互联系。而分 类问题则是利用分类器， 判断一个样本究竟应该归为哪一个预定义的目标类。对于前者， 所能发现的规则 是无法事先知晓的； 对于后者， 目标类已经事先划定并且最终的判定结果只能有一个。因而合理的整合两 种技术， 以构造一个更为强大的分类器， 成为了我们这篇文章所要实现的东西。本文中通过修改 Apriori 算 法 [3]，寻找一组特殊的频繁项集， 以生成一组特殊的关联规则， 称为类关联规则。我们可以使用这些类关 联规则，去训练一个基于规则的分类器，实现对样本的分类。

由于现实中存在的数据集完整程度高低有别， 各属性值类型也千差万别， 在挖掘类关联规则之前， 我 们必须要对数据进行预处理。预处理过程主要包括两个部分。一个是对缺失值进行处理。对于缺失值较多 的特征， 我们直接舍弃； 对于缺失值较少的特征， 我们可以把缺失本事直接作为一个特征， 或是使用均值、 上下文数据、众数法进行填充， 也可以使用插值、随机森林算法 [4] 拟合等方式填补。第二个问题是对连续 型属性进行离散化的问题。文献 [5] 和 [6] 提出了基于信息熵的的连续型属性值离散化方法， 文献 [7] 中对 这项工作进行了很好的概述。我们将在第 2 部分第 1 节详细介绍我们所采用的方法。

本文的重点和难点在于如何生成类关联规则并利用这些规则训练出性能优异的分类器。文献 [1] 提出 的 CBA算法很好的解决了这个问题。这个算法包含两个部分。第一部分是规则生成， 即 CBA-CG 算法。这 个算法在 Apriori 算法的基础上进行修改， 以生成一组类关联规则而非传统的关联规则。这一部分实现的关 键在于如何筛选出候选项集， 以及如何利用悲观误差进行规则剪枝。这一部分我们将在第 2 部分第 2 节进 行讨论。算法的第二部分就是训练分类器。刘兵等人首先提出了一个简单的 CBA-CB M1 算法， 利用贪心 策略， 按序逐步抽取规则， 最后构建一个有序规则集来作为最终的分类器。这一部分我们将在第 2 部分第 3 节进行讨论。但是这个算法对于大样本情形并不适用， 因此又提出了改进版的 CBA-CB M2 算法。这个算 法包括 3 个阶段。第 1 阶段对类关联规则进行分类， 缩小最终用于生成分类器的规则数。第 2 阶段对未决 规则进行裁决， 确定最后用于分类器生成的规则。第 3 阶段则在筛选出的那一部分规则中提取用于分类器 的那些规则。这一部分的详细讨论将在第 2 部分第 4 节进行。

完成了分类器的生成， 就需要对其性能进行检验。我们选取了 UCI 机器学习知识库 [2] 中的 30 个数据 集， 进行了 10 折交叉检验 [8]。通过检验结果分析， 我们所实现的分类器的判定精度极高。这一部分的分 析讨论详见本文第 3 部分。

**2** 方法

**2.1** 数据预处理

从实际中采集到的数据往往存在着格式不统一、属性值缺失、噪声点等一系列问题。尽管我们实现时 所使用的数据都是从 UCI 机器学习资源库中下载的， 这些数据已经尽管了相关人员的一些预处理， 但是仍 然存在两个主要问题： a) 存在缺失值和 b) 连续型属性值离散化。下面我们将就这两个方面进行介绍。

**2.1.1** 缺失值处理

一般来说， 对于缺失值， 我们要分两种情况去考虑。对于缺失值较多的属性， 我们应当毫无保留的删 去， 因为这样属性的存在将会对最后分类器的性能带来极大影响。对于缺失值较少的属性， 则应当考虑保 留。我们可以采取使用均值、众数、上下文数据（即紧邻该样本的上一条或下一条不含缺失值的记录） 进 行填充这样简单的策略，也可以使用插值或是使用随机森林方法进行拟合，完成数据的填补。

在本文中， 由于我们的工作重心是在 CBA 算法的实现而非数据的预处理， 因此我们选取了简单的策 略： 对于缺失值较少的特征， 利用缺失值所属特征的众数进行填补； 对于缺失值较多的特征， 则丢弃这一 列。这里选取的缺失率阈值 ε = 0.5。即
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上式中， m 表⽰缺失值； mode( ·) 操作表⽰取 · 的众数（若存在多个众数， 则随机选取一个）； col[m] 表⽰ m 所属的列； ? 指代缺失值； ratio 表⽰缺失率， 其计算方式为 ratio = #m/N，其中 #m 表⽰缺失值的个 数， N 表⽰这一列涵盖缺失值下的总样本数。

**2.1.2** 连续型属性值的离散化

所谓连续性属性值， 就是该属性的取值范围并非有限集。与之相对则是离散型的特征， 其取值只可能 落在一个有限集合中。在实际的数据集中， 连续型属性值非常常见， 比如商品的价格、某地的气温等等。但 是在经典的决策树模型中， 我们只能处理离散型的特征。因此我们需要对连续型属性进行离散化。例如对 于商品的价格， 在我们初始数据中， 可能是具体的数字， 但是经过我们的处理后， 它就变成了便宜、中等、 昂贵三个层次，用形式化的语言描述就是完成这样的映射：

R+ → {cheap, medium, expensive}

文献 [7] 总结了文献 [5][6] 提出的递归的最小熵划分算法。它通过对该属性的取值范围不断进行划分， 分隔出几个区间， 每个区间对应于一个离散值，由此完成离散化。这个算法主要思想有两点： a) 使用熵去 衡量一次划分的优劣， 即这次划分会否将数据集的信息量最大化， 以及 b) 划分不能无限制进行下去， 以避 免过拟合的出现。

给定样本集 S，特征 A 以及划分边界 T，由边界 T 引起的划分下的类信息熵定义为
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对于给定的特征 A，在所有划分中能够使得上述熵值最小化的那个划分边界 Tmin ，将被挑选出来作为这一 轮划分的二元划分边界。事实上， 这个定义就是将划分后产生的两个子集的信息熵进行加权平均， 即考虑 划分产生的两个子集的综合效果。在本文中，我们采用的信息熵定义为
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其中， n 表⽰样本集 S 中的类的种数， P(xi ) 表⽰样本集中第 i 类出现的概率， 在实际计算时使用频率以近 似替代。

但是作为递归程序， 必须还要设计递归出又， 否则划分就将无休止的持续下去。为此， Fayyad 和 Irani 提出了最小描述长度准则， 来决定何时停止递归划分。这个准则告诉我们， 对于集合 S 的递归划分停止，

当且仅当
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(2)

成立。其中 N 是集合 S 的元素个数；信息增益 Gain(A, T;S) 定义为

Gain(A, T;S) = Ent(S) − E(A, T;S)

即划分前后的信息量的增量；余量

∆(A, T;S) = log2 (3k − 2) − [k · Ent(S) − k1 · Ent(S1 ) − k2 · Ent(S2 )]

其中 ki 表⽰集合 Si 中的样本个数， i = 1, 2。不等式 (2) 事实上给出了信息增益的下界， 若一次划分的信 息增益不能超过这个下界，则不再继续往下进行划分。格式化的算法描述如算法 1所⽰。

下面我们给出一个简单的例子 [9]，手工执行一下整个算法。表 1给出了我们的样本集， 其中包括 5 个 样本，每个样本包含 2 个分量，一个分量是连续型特征，另一个是二元分类结果，仅包括 Yes 和 No 两类。

表 1 用于解释递归的最小熵划分算法的简单数据集

|  |  |
| --- | --- |
| Continuous Feature | Output Class |
| 1.0 | Yes |
| 1.0 | Yes |
| 2.0 | No |
| 3.0 | Yes |
| 3.0 | No |

初始时， 信息熵 Ent(S) = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADUAAAAUCAYAAAAtFnXjAAACRElEQVRYhe3XXWiOYRgH8N877atmJEybLCXtQEi0mjTlgB3JyWyi5mMnTIgj3x8lRcSxNAfiiAOcIOXEpCQcabKUfJNCvrI5uO+1t9e2d5733Zbyr7vu57qu+7r/13Nf9//p4T/+DYxJsKYAtZiPErzKK6NRwkasRwo3sHR06fyJggRrruB6nJfgS/7ogAZcxPg8582KqTiBvcOQexq+Y/Iw5M6KFM6iLc95x+KbHIpK0n7nMQc9eIQlg8RWY3s/9kbUD7CmJ45ezI45tqEiI7YeW9GK6ahEKklR1yLZOkEkDg8S+wxvsCvN1oRZuDWEvZqxGifRifuYEX2tWB597/FAeMFFQ6wjZ7RgdyR5MEtsGb4K7fcCNdGewlWcEzrsJlZEXyG6sEB0VuGzvmPPHD+xOC7ejCf9jPIsRNuF9mjzd+JSgY9x3oMO4ftYIJxabfSVCuLSRah+JNCMmXgu9P2hQWLL8FZo8deYJxRAuFeNWBjj2nEX43AZt5MSrMIOLMOWIcQ34UDa8zqDn1a6+j3G/jTfKWyK8yORw5Q4JgyBy4BYhKe4h1VZYquxsx/7Wv2rZgorhVZrEe5IpyAKa3BcuD/ivFvfNenGBckUXZ2+4x8JFAmyXplmSwn3M51DmdABE5NU9VNQnQZcythsOPADDwUl7EWN0CUlabZCQVQ+JNmkNG2+B6eTJMkRxTiGl4L6duCo7Co8IO6I3wPsw5kcCeaK4kxDkv+pd8Lxl2OD8CvyKTdeOeFXvhJNwtx8Jcs3fgMSn21Zd1EM3gAAAABJRU5ErkJggg==)2 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAASCAYAAAC0EpUuAAAA6ElEQVQ4jbXUoUpEURDG8d+9K7IWi1jUB7C5QREEQTCImKxWFwTxFVbEF/AFLCajxSiYDQYRmxjFYFPTBg3nHLjICsLc/WD4huHwZ/gGTkdSjVUso4s3LegQ+6hwg60IbCL7dWPWxVcE2tQCznDcFrCowgWOIpA6gy6xhG88YjMC7WSfxiRm0McJXiPgsegJz7/q9I+3n1JEo2qIjbFtWTKdx4GU7Q7u2oCv4wX32IvCquxruX+Qcgupzj7ELrZxhbkoGKYa/QDnEVjZ9BYrjVk9+vn/VK7/jkXp+n3pK/yIgItm0WsD9AO9BCaBBgJciAAAAABJRU5ErkJggg==) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAUCAYAAAD7s6+GAAACJ0lEQVRIie3WXWjOYRjH8c8zHjPNaHmdsoRyICmWIk05sZCXAza1mmUnXkIcCPN6IrQDx5KTlSOSnDo0J1LORFbKy8EakQzZHNz30/6ePS+j/56d+NXdv/913V3393/d93Xdf/4rXU2Jzwy2owUjeDtpRGV0CEtRjUfYObk4Y1UVn8tRj+94gK0prtGCu5idYkxVQkY3pRhzsZCAeWkFzOAMdqQVMGomhqQEmsEBrBGyuq3E3EacKGDfg+YC9lp88yfoqhjjOObnzW/GMXRhCRoiH7gsVPtH4euPlACFdiH7ObXiUpG5+aBtuIqpQkLeYVn0daEngu3G57hWdRmekurA2bhwMch80BkRbEX0ZfAQvUbrY1f0ZdGPJtF5H6/yRu84QG8LW3MY58YxH1YKW/0pvo+gD2sjyzOsi74aoQj7Cen/1+Jpwxs8RrdwfMppKAItxIdo+4pBDOOikIBTmIVODCQDLMJJbMHRcSzYGoPm1Kl4VpNVn8ULXEj4bwgXDlyJDAviqM8PthGv8RT7ykA24nQB+35sLmDfK2xxR3xvwkuhcNqF4slGX4+Q2ZE4hnHH6MVkPTYIB78Smia0qIaELSOc9yRDrbBTc3KkP4Vqa8G9vAAToR94LnSAnFYIuzk9YcsKhTeYM9QknN24OXGMRVWN63gvdJ4+XENdctITsV/hPG5VELCQxjT43P/ogJD6OuEqPYgvleMao1+lnHOxukIgf63fL2xkegNf1D0AAAAASUVORK5CYII=)2 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAASCAYAAACXScT7AAAAw0lEQVQokX3QMUuCURTG8Z+vQ7Q4CC42RuAYRIsgtIqJtroJQqD0CcLJrxH0ERzaa3Zw8Au0tQUONigOObxXONSLz3IP93+f55x7ynKV0EUbv/gSNMElzvCOPmQJXqGKHd7QUaAsOe/+ghKe0SsCI9wk932EszTlGls8FfX8F9fCawEbnnSW03mBR1Tkf1zERy18YolB7AnNVK/wc4TH9e3xIF/8HPUYex7qKV6i8wO3IS2L036jkaYdYYxNjK7hOl4cANOcG6jrN9eXAAAAAElFTkSuQmCC) = 0.97。下面开始选取二元分隔点。若选择 1.0 作 为分界点， 则对于严格小于 1.0 的这一部分， 事实上为空， 而大于等于 1.0 的另一部分， 实际上就是原数据 集， 因此并没有产生增益， 显然不满足式 (2) 的条件。类似地， 可以分析选择 3.0 作为分界点的情形。下面 着重讨论以 2.0 作为分界点的情形。分隔完成后， 数据集被划分成两部分， 一部分为小于 2.0 的那一部分， 如表 4所⽰，另一部分为大于等于 2.0 的那一部分，如表 3所⽰。

表 2 对原始数据集以 2.0 作为分界点小于 2.0 的分块数据

|  |  |
| --- | --- |
| Continuous Feature | Output Class |
| 1.0  1.0 | Yes  Yes |

表 3 对原始数据集以 2.0 作为分界点大于等于 2.0 的分块数据

|  |  |  |
| --- | --- | --- |
| Continuous | Feature | Output Class |
| 2.0 |  | No |
| 3.0 |  | Yes |
| 3.0 |  | No |

由表 4数据， 不难算出这一部分 S1 的信息熵 Ent(S1 ) = −1 × log2 1 = 0。而另一部分 S2 的信息熵

Ent(S2 ) = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAUCAYAAAD/Rn+7AAAB30lEQVRIie3VT4iNURjH8c99M/eiGTFp/KdkQxqmiGyIhEmShSKUZDFMyoosZEcWFDsrFigLNhMLd20WFhazQYyNP2FBIkRzLc65ebvuO3/e67obvzr19p7n/M73fZ7znJf/ao1KONBqiCwtQB/etRpkNLXh+b/YKGmi9zbcxvQm7pGp8WRwIb6jq5GNmpnBD6g0ajIpx5ou7MdinMB1vKwTV/EnYDc2YwQ38DY1tx49+IKykP03OfjGrXZ89bvEe3BeSMp2vMaSOHcYF1DALnwSklAqTHDTOdGgVvcwXAfwPRbhM55hIx5HkAF8jCBlXMYd4Xw/xW48TDAvGlQyxg9siJtOxbI6o2OMD1uOWRFI9B3EKqEPHmFNnJsilPfFGJ6ZSrAWO7FylLh0ibsjVE9q/niETDBNuJJO4izW5YWDIzgklKmMLRlxHfgWAdvwBGdS85dwND6fw1bMjqOzGpSniwdSz5OFrqtVAb3CP7sXV7FP6NxXEfwnrsT4Iu7GdYRs38LeHHxgPi7i9ATXFYVyz029K6BfOBJVtUfvmXkBq8bXonkjWooHNTAzcAxJnj/JTawQyjCETQ0CDkfAIeEqGsQp4ViM5DE8iB1Cp93H6gYB0yr9LaOicP81Xb8AvLxbvlllLpkAAAAASUVORK5CYII=)2 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAASCAYAAAC0EpUuAAAA0klEQVQ4jdXTMUoDQRiA0bebNQkE0ggimCC2aey8QAieQOxsFCEhZwi5Qc5gZWljmcIjBKxSBLRJYSkIFoIWu8FFtNkZi3zNwM/yZhh2+K6BCxHrYoiXmCjsYBUDSmMg24vWinUP1zjHO57x+h8bVi7Bmfyk5da4q4pmOMLhj3njl28PsETrD+sDAzwkxSDFCfbxhEXVU5Yb4VJ+HXOchmBZsd6XZk28haDlOphhEgvclOAG4xAkLaBbHOMTj+iHoJsX1UYdu7jCVP6vBldHLwb0BW7lGHssnkLwAAAAAElFTkSuQmCC) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAASCAYAAACXScT7AAAAwklEQVQokX3QsUqCYRjF8d+norlE5OLgJja4NAjNQUSIht1DTpZXIIjQBXgNTdFcY3QNQTfQUquTYJMO3xu8fL141v/zPOecpyxXhmv0scW3SHdoo4Z33EApwA6O8YsXDCRUCpvnRZBhhlEKjNEL28MYPoSUK2wwTXn+O3eCywR7ruAI3QSsZ1GFMzTxhY94aoLbYPOGK6gE+BoNHmBd9Ghhifm+9I+4/wsCTziVP+ITF1AO8BBVNORvXOAnPllV6LsDUO8bBE0Hh9QAAAAASUVORK5CYII=)

log2

2 3

= 0.92。所以此处划分后的类信息熵 E =

2 5

Ent(S1 )+

3 5

Ent(S2 ) = 0.55。因

此此次划分产生的信息增益 Gain = Ent(S)− E = 0.42。根据余量公式， 可以求出 ∆ = log2 (35 − 2)− [5× Ent(S)−2×Ent(S1 )−3×Ent(S2 ) = 5.82。由此，可以计算出信息增益下界 infGain = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAAXCAYAAACbDhZsAAACNUlEQVRYhe3WT4jNURTA8c97TMxMTZIZZUhDioWiIeXfRsqfDUUySRZTGn+yQLNhoyysUCwMC0mNMkU2VkwWFtIopUYSCxaG2c2UqZmMxb1TP7c35r2Z96PkW7f37rnnnXPe75xzf4f//DvUoTkHu0W0pMICruJgFRzU405m34wz2IFTFdqag8OJ7Cy2pooXcaJC46W4jQ2Z/RZ8QB/aKrCzBB34mshr8DJ+KkThhaj4FJvRgGsYQWtctfiIxxidxOkAFmb2G6OP1xiuIPiJQN9ieSLvQi+6i8nBJdzEdyH99VH5Fpqw6jeBw6dkP4q92IkHWFThHyjFExwgNEGWYYyjOzodFRqwFkP4MoXhb8n+jVDz9/FKyHBrtDuerFEl6rkEn7EUZicHK4Q0jwm1OiY8+Tb041HUW4a1Ub8H76O8MbHXi5NCnRbj6hNrdposkOmFgpDSLjzDcXRiu1A2I8ITHcDdGMA9zBcaqz9jeDBxtAfHsA3PlX+FNuG0kJFOLM6cXUb7ZD9siUET0rM/fi/iKOZldA8J1+wED7E6sdeINWUGPRVFofzmlqO8Ce9wA1ewL3O2C0f8+uJoFLKSFx1C85dNjVDjdRnZOfwQ+qIn0W+M+tWmiHVZQUGoxdocnOXN9b8dwIyYlZPdZqG5G7AbL3LykwvTnWkqojC1yrSYyUxTNul4UC3ymGn+GNnb67ww2FWdvJ58L9ZnfOTiJ6/bZhArhdumXZhvhnLylQvVnGlK8hOTr2d8PLLjdwAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAATCAYAAAB7u5a2AAABIElEQVQ4jc3UPS8EURjF8d9aBQ0RREIksolQKKxEJxEa0SkoJFRUGlGpVFoieo0vwAfYQic6JAqVT+CloJJ4KcZm786OdZPZwqlmznOf/z3PTO7ln2sGp1mFtpzgIsqYwHxOVoMWUcICrtLFrOSFSHAHBvCACp6x9lfTLLYj4CvoDd7LuA8XZCVv+8UP1SOZ8CnwbnCJ3aqR9QnmMImjJvB9LOM95XejC6OpjevgO82Dx6mAJWyoTTGMPlwH6yo4/nkewVkEeyrLbFny9pz9Q1jFHcbUpmsJvIQtvOAwXcyCf+EzEv6BddziLaahiM5I+DQOJAfqHIORfVEKQ+zhJCzmvRUvJOmrrDpeMSf8EeOSU7kp+bmvOZl16pdcFw36BsGOJPoI/DdYAAAAAElFTkSuQmCC) = 1.56。 因为 Gain = 0.42 < 1.56，所以不进行划分。于是 Split 返回空集， Partition 也不再继续递归， 那么 T 为空， 即整个数据集的连续属性值全部标定成一类。

从这个简单的例子中我们发现了这个方法的一个问题， 如果这一列的数据信息量不足以将其划分若干 列， 或者说划分的粒度过粗， 则会导致之后的规则生成和分类器训练产生偏差。因此， 我们在实际应用中，

|  |
| --- |
| 算法 **1**递归的最小熵划分算法 |
| 1: T = ∅ |
| 2: |
| 3: **function** Split(S) |
| 4: sort(S) |
| 5: W = ∅ |
| 6: **for** each candidate c in S **do** |
| 7: calculate g (c) = Gain(A,c;S) |
| 8: **if** (2) is not satisfied **then** |
| 9: W = W ∪ c |
| 10: **end if** |
| 11: **end for** |
| 12: **if** W = ∅ **then** |
| 13: **return** ∅ |
| 14: **else** |
| 15: **return** arg max g(c)  c=W |
| 16: **end if** |
| 17: **end function** |
| 18: |
| 19: **function** Partition(S) |
| 20: t = Split(S) |
| 21: **if** t = ∅ **then** |
| 22: **return** |
| 23: **else** |
| 24: T = T ∪ t |
| 25: S1 = {x : x ∈ S ∧ x < t} |
| 26: S2 = {x : x ∈ S ∧ x ≥ t} |
| 27: Partition(S1) |
| 28: Partition(S2) |
| 29: **end if** |
| 30: **end function** |
| 31: |
| 32: **function** main |
| 33: Partition(S) |
| 34: sort(T) |
| 35: **return** T |
| 36: **end function** |